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Abstract 

Modern science lacks the capability to quantify flow velocity fields in 
turbid environments, particularly in the field. Existing optical-camera 
particle-tracking-based techniques developed to quantify two-dimensional 
(2D) velocity fields in laboratory environments, such as particle image 
velocimetry (PIV), are equipment intensive and can only be performed in a 
reasonably transparent fluid (so the camera can observe the light reflected 
by the particles). Acoustic-based flow measurement equipment used in the 
field (e.g., acoustic Doppler velocimeter and acoustic Doppler current 
profiler) can readily acquire velocities in turbid flows but only measure 
point velocities or velocities along a transect. Consequently, they do not 
provide the capability to quantify spatial gradients of velocity when 
deployed individually. The objective of this report is to explore whether 
acoustic cameras can be used in place of optical cameras in particle-
tracking-based flow measurement techniques, such as PIV. Acoustic 
cameras may offer the capability to track a large number of particles in a 
plane as is required for traditional PIV and are designed to operate in 
turbid environments. The development of an acoustic camera particle-
tracking-based flow measurement system will be able to quantify 2D flow 
velocity fields in turbid environments and be readily adaptable to a field-
based system. 

 

DISCLAIMER: The contents of this report are not to be used for advertising, publication, or promotional purposes. 
Citation of trade names does not constitute an official endorsement or approval of the use of such commercial products. 
All product names and trademarks cited are the property of their respective owners. The findings of this report are not to 
be construed as an official Department of the Army position unless so designated by other authorized documents. 
 
DESTROY THIS REPORT WHEN NO LONGER NEEDED. DO NOT RETURN IT TO THE ORIGINATOR. 
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1 Introduction  

1.1 Background  

Many natural flows are turbid, such as lake circulation as well as riverine, 
estuarine, and coastal flows, which frequently contain high suspended 
sediment concentrations. Despite the ubiquity of turbid flows, modern 
flow measurement lacks the capability to acquire velocity vector fields in 
highly turbid flows. Measurements of the velocity field are required to 
compute spatial gradients of the velocity and other related characteristics 
such as the strain rate and vorticity—critical features for describing more 
complex flows. 

There are several techniques used to acquire velocity vector fields in 
controlled laboratory settings, and most rely on using optical cameras to 
track the motion of a controlled amount of tracer particles suspended in an 
otherwise clear fluid. Two-dimensional (2D) velocity vector fields have 
been quantifiable with these methods since the late 1980s (Adrian 1986), 
and more recent techniques are able to measure fully three-dimensional 
(3D) vector fields (Elsinga et al. 2005, 2006a, 2006b). However, the very 
definition of turbidity renders optical-camera-based particle-tracking 
techniques ineffective in the necessarily opaque turbid flows. Conversely, 
acoustic-based flow measurement techniques are quite capable of making 
velocity measurements in turbid flows (acoustic Doppler velocimeters 
[ADVs] and acoustic Doppler current profilers [ADCPs] actually require 
sufficiently high suspended sediment concentrations to operate) but are 
not able to measure the velocity field in a 2D plane as required to compute 
any component of vorticity and the majority of the strain rate tensor 
components. 

It may be possible to combine the attractive attributes of laboratory 
optical-camera-based particle-tracking techniques (measurements of 2D 
velocity vector fields) and acoustic-based flow measurement techniques 
(ability to obtain velocities in turbid flows) by using an acoustic camera to 
track the suspended particles. Acoustic cameras can easily operate in 
turbid flows (Belcher et al. 2001; Kim et al. 2005; Belcher 2006; Wu et al. 
2008) and locate the position of objects in two dimensions, as required for 
particle-tracking-based flow measurement. However, the use of acoustic 
cameras for particle-tracking-based flow measurement is a heretofore 
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uninvestigated area of experimental flow measurement, and only a single 
study (Wu et al. 2008) assesses the feasibility of acoustic cameras for any 
particle-tracking application. Consequently, several steps will need to be 
taken to close the gap between generic particle tracking with acoustic 
cameras and the particle tracking required for flow measurement. 

1.2 Objective and approach 

This report discusses the potential of performing particle-tracking-based 
flow measurement using an acoustic camera to obtain velocity vector fields 
in turbid flows. This report presents a review of several acoustic-based 
flow measurement techniques and working principles, as well as the 
operating principles of acoustic cameras specifically. Subsequently, there 
is a discussion of three specific types of particle-tracking-based, flow 
measurement techniques (particle tracking velocimetry [PTV], particle 
image velocimetry [PIV], and bubble image velocimetry [BIV]). 
Specifically, there is a description of how they are typically performed in 
laboratory settings and how acoustic cameras may be used in place of 
optical cameras in these techniques, as well as any considerations that may 
need to be addressed in doing so. If successfully implemented, an acoustic-
camera, particle-tracking-based flow measurement system will offer the 
capability to quantify 2D flow velocity fields in turbid environments and 
will be substantially easier to adapt into a field-ready system than optical-
camera-based techniques. 
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2 Flow Measurements Made with Acoustics 

Before delving into using acoustic cameras to track suspended particles 
and its potential application to particle tracking and particle image 
velocimetry, it is important to review acoustic-based flow measurement 
techniques. This allows better understanding of the physics underpinning 
acoustic cameras and the gaps in existing acoustic measurement capability 
that may be filled by an acoustic-camera, particle-tracking-based 
technique. The following sections describe acoustic Doppler velocimetry—
both the field as well as the commercially available instruments that bear 
the name. More spatially and temporally resolved acoustic-based 
techniques to track Lagrangian particle velocities and particle motion will 
then be reviewed, followed by a description of acoustic cameras and a brief 
review of a study evaluating their use for particle tracking. 

2.1 Acoustic Doppler velocimetry  

In the context of hydraulics, acoustic Doppler velocimetry is a technique 
by which the velocity of a particle (or particles) suspended in a fluid flow is 
estimated by measuring the Doppler shift in frequency of a sound wave 
before and after it scatters off the particle. In many cases, these particles 
are assumed to faithfully follow the fluid motion; thus the estimated 
particle velocity is a surrogate for the flow velocity. The theory and 
technology required to make these measurements has existed for some 
time (Kraus et al. 1994), and instruments that do so are commercially 
available (e.g., Nortek Vector ADV–Nortek AS). 

The underpinnings for a device to measure a single velocity component 
using acoustic Doppler velocimetry are as follows. Directionally focused 
ultrasonic sound waves with frequency 𝑓𝑓𝑖𝑖 are emitted from a transducer 
along a vector 𝑛𝑛�𝑖𝑖 (Gervais et al. 2007). These sound waves are scattered off 
tracer particles suspended in the flow, and due to the Doppler effect, the 
scattered sound will have a different frequency 𝑓𝑓𝑟𝑟. A second receiving 
transducer receives the scattered sound waves from a different direction 
than the incoming sound wave ( 𝑛𝑛�𝑟𝑟). The frequencies of the incident (𝑓𝑓𝑖𝑖) 
and scattered (𝑓𝑓𝑟𝑟) sounds are then related by the following expression 
(Gervais et al. 2007): 

 𝑓𝑓𝑖𝑖−𝑓𝑓𝑟𝑟
𝑓𝑓𝑖𝑖

= 𝑉𝑉�

𝑐𝑐
 (1) 
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where 𝑐𝑐 is the speed of sound in the fluid and 𝑉𝑉�  is the velocity along the 
direction defined by 𝑛𝑛�𝑖𝑖 − 𝑛𝑛�𝑟𝑟. 

It is possible to measure all three components of the velocity by adding 
additional transducers, and several configurations to accomplish this are 
found in the literature. Mordant et al. (2004, 2005) used a single emitting 
transducer and two orthogonal receiving transducer arrays—each 
transducer array contained nine receiving transducers arrayed in the 
shape of a cross (Figure 2-1). This configuration is able to quantify both 
the 3D velocity of the particle and its position within the measurement 
volume (the intersection of the emitting and receiving transducer 
measurement regions—the shaded region in Figure 2-1). Gervais et al. 
(2007) used two emitting/receiving transducer pairs to measure particle 
velocity—one pair above and one below the measurement volume (Figure 
2-2). Each emitting transducer operates at a different frequency, and the 
scattered sound from each emitting transducer is picked up by each 
receiving transducer, yielding the tracer velocity along four non-
orthogonal directions (𝑖𝑖, 𝑗𝑗,𝑘𝑘, 𝑙𝑙). Using a matrix transformation, these 
velocities can be manipulated to determine the velocities in standard 
orthogonal Cartesian coordinate directions (𝑥𝑥,𝑦𝑦, 𝑧𝑧). However, the most 
well-known configuration is that employed by most commercially 
available ADVs (e.g., SonTek ADV, SonTek; Nortek Vector ADV, Nortek 
AS), following the recommendations of Kraus et al. (1994). In this 
configuration, the emitting transducer is placed directly above the 
measurement volume, and three receiving transducers are equidistantly 
spaced (120o apart) around the emitting transducer (Figure 2-3). The 
receiving transducers are offset from the emitting transducer such that the 
scattered sound returns to the receiving transducers at some angle to the 
incident sound (30o in Kraus et al. [1994]). 
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Figure 2-1. Schematic detailing the transducer configuration to 
acquire 3D velocity measurements using acoustic Doppler 

velocimetry described in Mordant et al. (2005). The propagation 
direction of the sound waves emitted by the emitting transducer is 
given by 𝒌𝒌𝒊𝒊𝒊𝒊𝒊𝒊. Figure reproduced with minor edits from Mordant et 

al. (2005) with the permission of AIP Publishing. 

 

Figure 2-2. Schematic detailing the transducer configuration to acquire 
3D velocity measurements using acoustic Doppler velocimetry 

described in Gervais et al. (2007). Figure reproduced from Gervais et 
al. (2007) with minor edits with the permission of Springer-Verlag. 
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Figure 2-3. Schematic detailing the transducer configuration to acquire 3D 
velocity measurements using acoustic Doppler velocimetry described in 

Kraus et al. (1994). Figure adapted from Kraus et al. (1994) with 
permission from ASCE. 

 

2.1.1 Commercial acoustic Doppler velocimeters (ADVs) 

The commercially available ADVs (e.g., Nortek Vector Velocimeter, Nortek 
AS—Figure 2-4) essentially measure the average velocity of all the particles 
suspended in a small measurement volume, yielding velocity 
measurements with relatively high degrees of spatial and temporal 
resolution. Additionally, they offer many advantages over alternative 
velocity measurement devices, particularly for large-scale hydraulic 
models or field data collection. ADVs are small, robust, and relatively 
unaffected by biofouling. Furthermore, the sampling technique is non-
intrusive and yields 3D velocity vectors.  In addition, the sampling rate is 
sufficiently fast and the sampling volume sufficiently small to resolve 
finer-scale turbulent velocity characteristics, such as the Reynolds stress, 
turbulence intensity, etc. Finally, the small measurement volume allows 
for measurements closer to the bed than possible with devices such as 
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ADCPs or time-travel acoustic sensors—a key feature when measuring 
turbulent boundary layers. Consequently, they have been used to measure 
a wide array of flows, from laboratory experiments of the Reynolds stress 
in a turbulent boundary layer at different heights above the bed (Voulgaris 
and Trowbridge 1998) to field measurements of flow through saltmarsh 
vegetation (Young et al. 2016). 

Figure 2-4. Image of a Nortek Vector Velocimeter (Nortek 
AS, Rud, Norway). Reprinted from http://www.nortek-

as.com/en/products/velocimeters/ with permission. 

 

However, several factors must be considered before using ADVs to 
measure certain types of flows. When measuring turbulent flows, great 
care must be taken to ensure that the measurement volume and the 
sampling rate are sufficiently small/fast to resolve the microscale 
turbulence. Furthermore, ADVs are unable to measure flows with 
significant amounts of entrained air (e.g., in the surf zone with breaking 
waves), as the air bubbles entrained in the water column will impact the 
propagation of sound waves and result in unacceptable levels of error in 
the velocity measurements (Thorne and Hanes 2002). Finally, it is critical 
to keep in mind that these instruments do not account for individual 
suspended particles; ADVs effectively return the average velocity of all the 
particles in the measurement volume. Consequently, they do not return 
Lagrangian velocity measurements or the position of the particles within 
the measurement volume. 

http://www.nortek-as.com/en/products/velocimeters/vector
http://www.nortek-as.com/en/products/velocimeters/vector
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2.1.2 Lagrangian particle velocities 

Acoustic Doppler velocimetry has also been used in laboratory 
experiments to measure the velocity of discrete particles suspended in a 
turbulent flow. Once again making the assumption that these particles 
faithfully follow the fluid motion, Mordant et al. (2001, 2004, 2005) used 
acoustic Doppler velocimetry to measure the 3D Lagrangian flow velocity 
in the region between two counter-rotating disks (von Karman swirling 
flow), and Gervais et al. (2007) used it to measure the 3D Lagrangian flow 
velocity in a turbulent air jet. In contrast, Qureshi et al. (2007, 2008) used 
acoustic Doppler velocimetry to measure the one-dimensional velocity of 
inertial particles (particles that cannot be assumed to follow the fluid 
motion) affected by grid-generated turbulent flow in a wind tunnel to 
compare the particle motion to the fluid motion. 

In these experiments, the velocity of each particle is determined 
individually (Lagrangian velocity), and as a result it is possible to compute 
Lagrangian turbulence statistics from the data (Gervais et al. 2007). 
Understanding the Lagrangian characteristics is particularly important in 
flows where turbulent mixing and mixing efficiency are critical, such as 
rain formation in clouds (Shaw and Oncley 2001; Falkovich et al. 2002) or 
combustion dynamics (Mordant et al. 2005). However, the particle 
seeding density for Lagrangian measurements must be vastly lower than 
that required for accurate measurements with commercially available 
ADVs so that the individual particle can be distinguished. For example, 
Mordant et al. (2002) only report tests with a single particle in the 
measurement volume—though this extreme case is also due to the use of 
continuous insonification, rather than the pulsed insonification (Takeda 
1986) used in commercially available anemometers. 

2.2 Particle tracking with acoustics 

2.2.1 Tracking single particles with transducers 

The Lagrangian acoustic measurement technique described in Mordant et 
al. (2004, 2005) is not only able to measure the 3D velocity of individual 
tracer particles but also tracks the particle position within the 
measurement volume. Consequently, it merits additional discussion. 
Recall that Mordant et al. (2004, 2005) used a single emitting transducer 
and two orthogonal receiving transducer arrays to determine the 3D 
velocity of each particle in the measurement volume (Figure 2-1). Each 
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transducer array contains nine receiving transducers arrayed in the shape 
of a cross, such that the array forms two orthogonal linear antennas. The 
linear antennas are used to determine the direction of the incoming sound 
waves and when used in concert, the particle position. 

Consider the case of an acoustically distant source of sound (the sound 
scattered by the suspended particle) propagating in a direction that forms 
an angle 𝜃𝜃 relative to the axis of one linear antenna (Mordant et al. 2005). 
The relative phase shift between the sound recorded by two consecutive 
elements of the linear array will have the phase shift, 𝜙𝜙 (Mordant et al. 
2005): 

 𝜙𝜙 =  𝜔𝜔𝜔𝜔
𝑐𝑐
𝑐𝑐𝑜𝑜𝑜𝑜 𝜃𝜃  (2) 

where 𝜔𝜔 is the angular frequency of the incoming sound wave, 𝑠𝑠 is the 
distance between the transducers in the linear array, and as before, 𝑐𝑐 is the 
speed of sound in the fluid. This phase shift can be related to a spatial 
frequency allowing the incident angle 𝜃𝜃 to be solved for using the same 
approximate maximum likelihood algorithm used to extract the Doppler 
shift in frequency from the signal (Mordant et al. 2002). Using this 
procedure, each of the linear antennas yields an angle of the direction of 
the incoming scattered sound, and the two orthogonal antennas in each 
transducer array yield the line along which the scattered sound 
propagates. The two orthogonal transducer arrays yield two lines along 
which the scattered sound propagates to each transducer array, and the 
particle position is the point where the two lines intersect (Mordant et al. 
2005) (Figure 2-1). 

The acoustic particle tracking system described in Mordant et al. (2004, 
2005) is able to track small particles (0.25 mm), and has impressive 
temporal resolution (0.5 ms), yet does have several important limitations. 
The measurement volume is necessarily very small (e.g., ~ 6 cm × 6 cm ×
3 cm in Mordant et al. [2005])—the intersection of the emitting and two 
receiving transducer volumes. Furthermore, it is only capable of tracking 
one particle or at most, a few particles (Mordant et al. 2005). This is 
acceptable for the intended application (quantifying the Lagrangian 
velocity of suspended particles) but obviously does not allow for 
quantifying Eulerian velocity fields and spatial gradients of velocity. 
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2.2.2 Particle tracking with an acoustic camera 

One study (Wu et al. 2008) examines the possibility of using acoustic 
cameras to track particles. Acoustic cameras, or imaging sonars, are small 
multi-beam active sonars used to “see” in low-visibility environments. 
They transmit sound pulses into the measurement volume and use the 
returning sound to reconstruct an image. The range to the scattering 
object is determined by the travel time of the sound wave (Urick 1983). 
The direction to the scattering object relative to the camera is determined 
by “beamforming” (or “spatial filtering”)—using the observed lag between 
adjacent transducers observing a sound returning to the transducer array 
to estimate the direction (Van Veen and Buckley 1988). The linear antenna 
used to estimate the direction to the sound source described in the 
Mordant et al. (2005) acoustic particle tracking system is an example of 
beamforming. 

The frequency of the sound pulses transmitted from the acoustic camera 
partially dictates the operating range and resolution of the reconstructed 
image. In general, lower-frequency (longer wavelength) pulses can 
penetrate farther into the water column relative to higher-frequency 
pulses (shorter wavelength), at the expense of spatial resolution. The 
physical explanation for this phenomenon concerns the relationship 
between the wavelength of the sound pulse relative to scale of the spatial 
features of the object and the effect this has on the intensity of the 
scattered sound. This will be discussed in more detail in Section 3.2.3. 

Wu et al. (2008) used a DIDSON dual-frequency identification sonar 
acoustic camera (DIDSON, Sound Metrics Corp., Bellevue, Washington) to 
track five 8 mm plastic beads. These beads were located at the water 
surface and were mechanically driven by a variable speed motor rather 
than suspended in the flow. The beads were also observed with a charge-
coupled device (CCD) camera to compare the results of the acoustic 
camera particle tracking with the optical-camera particle-tracking results 
(see Figure 2-5 for Wu et al. [2008] experiment configuration). Once the 
physical particle position is determined from the images using geometric 
calibration, the particle trajectories can be differentiated using central 
differencing to determine the particle velocity. Wu et al. (2008) showed 
that the acoustic camera was able to track the particles, but the acoustic 
images were less smooth than the CCD camera images, leading to noisier 
data and higher estimates of the fluctuating velocities of the particles. On 
average, the mean velocity of the beads as estimated by the acoustic 
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camera was only 3.8% larger than the mean velocity estimated by the 
optical camera. However, the mean of the velocity fluctuations as 
estimated by the acoustic camera was on average 170% larger than the 
mean of the velocity fluctuations as estimated by the optical camera. 

Wu et al. (2008) hypothesized that this large difference in the mean of the 
velocity fluctuations was due to the difference in spatial resolution 
between the acoustic and optical cameras. Therefore, they elected to also 
compare the acoustic camera results to the results from the optical camera 
with the spatial resolution of the optical camera images downgraded to 
match the average spatial resolution of the acoustic camera. On average, 
the mean of the velocity fluctuations estimated by the acoustic camera was 
only 2.1% larger than the mean of the velocity fluctuations estimated by 
the optical camera with downgraded spatial resolution, indicating that the 
two techniques yield comparable results once the difference in spatial 
resolution between the acoustic and the optical camera is accounted for. 

Figure 2-5. Schematic detailing the setup of the Wu et al. (2008) 
experiment. Figure reproduced from Wu et al. (2008) with the permission of 

AIP Publishing. 
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3 The Possibility of Particle Tracking 
Velocimetry (PTV) and Particle Image 
Velocimetry (PIV) Using Acoustic Cameras 

In the previous section, there was a description of the work of Wu et al. 
(2008) investigating the possibility of using acoustic cameras to conduct 
particle tracking velocimetry. However, the limitations of that study were 
not discussed, and those limitations merit particular scrutiny. Wu et al. 
(2008) tracked comparatively large diameter beads (8 mm)—recall the 
acoustic systems described in Mordant et al. (2005) used much smaller 
diameter particles (0.25 mm), which would still be considered on the large 
side of the particles used to measure flow velocities in traditional particle 
tracking velocimetry with optical cameras. Additionally, these particles 
were located in a fixed plane by the mechanical device used to drive them, 
and that fixed plane was known a priori. Finally, the mechanically driven 
particles are not suspended in the flow or affected by the fluid motion and 
therefore are clearly not “tracer” particles assumed to follow the fluid 
motion. Consequently, the experiment described in Wu et al. (2008) is not 
acoustic-camera-based particle tracking velocimetry in the same sense as 
particle tracking velocimetry used for flow measurement. 

There are several key deficiencies in the existing knowledge regarding the 
use of acoustics to track particles. Sophisticated 3D acoustic particle 
tracking systems (e.g., Mordant et al. 2005) are only able to track a single 
particle (or very few particles) in a small measurement volume and thus 
cannot be applied to larger-scale systems or used to estimate Eulerian 
velocity fields and spatial gradients of velocity. Acoustic cameras may offer 
the capability to track a large number of particles in a plane as is required 
in traditional optical PIV and PTV flow measurement. However, as 
described above, the only study (Wu et al. 2008) investigating the use of 
acoustic cameras for particle tracking did not close the gap between 
generic particle tracking and particle tracking required for flow 
measurement. 

Several concerns will have to be addressed before acoustic-camera images 
can be used in traditional particle tracking techniques to measure fluid 
motion (PTV and PIV). This section will provide some foundational 
information on those techniques and then describe the aforementioned 
concerns that need to be considered before acoustic camera images can be 
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used to make those measurements. Note that the Wu et al. (2008) study is 
the only one the authors of this report located during a thorough literature 
review that considers the feasibility of acoustic cameras for any particle 
tracking application. The authors of this report found no study that 
directly implements PTV or PIV to measure fluid motion using images 
from acoustic cameras. Consequently, any discussions of ways in which 
images from acoustic cameras may be implemented in PTV and PIV are 
speculative and must be verified experimentally. 

3.1 Brief overview of optical PTV and PIV 

Traditional PTV and PIV are experimental techniques to acquire 
instantaneous velocity measurements in fluid flows. The fluid of interest is 
seeded with tracer particles that reflect light and are assumed to faithfully 
follow the motion of the fluid—a valid assumption so long as the particles 
are sufficiently small (Adrian and Westerweel 2011). The region of interest 
in the particle-laden fluid is illuminated with a light sheet (generally from 
a laser) that reflects off the tracer particles. The motion of the light-
reflecting tracer particles is observed, generally with a CCD or 
complementary metal-oxide semiconductor (CMOS) digital camera for 
modern PTV and PIV systems, and used to estimate the flow velocity. 
Figure 3-1 shows an example schematic of a traditional PIV experimental 
setup. 

Figure 3-1. Schematic detailing a traditional optical PIV experimental setup. 
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PTV is a Lagrangian technique in which the seeding density of the particles 
is sufficiently low such that individual particles can be tracked between 
frames, generating a constellation of irregularly spaced velocity vectors 
that are essentially the displacement of each individual particle divided by 
the time between images (Maas et al. 1993; Malik et al. 1993). In PIV 
systems, the seeding density is substantially greater, such that individual 
particles cannot be tracked from one frame to the next. Rather, the camera 
images are sub-divided into windows (e.g., 16 × 16 pixels), and cross-
correlation is used to determine the aggregate displacement of all the 
particles in each window between images (Raffel et al. 2007), making PIV 
effectively an Eulerian measurement technique. Figure 3-2 shows the 
relative particle seeding densities required for PTV and PIV analysis. 

Figure 3-2. (a) Relative seeding density to track aggregate motion of particles in a sub-window 
(PIV). (b) Relative particle seeding density required to track individual particles (PTV). Note 
that the seeding density is far less for PTV, such that individual particles can be tracked 

between subsequent images. 

 

The key advantage of optical PIV over other flow measurements systems, 
such as hot-wire anemometry, laser Doppler velocimetry, or acoustic 
Doppler velocimetry, is that PIV produces 2D velocity vector fields rather 
than a single velocity point measurement (Raffel et al. 2007). Some of the 
more advanced PIV systems are able to capture 3D velocity vectors in the 
plane of the laser sheet (Stereoscopic-PIV—Arroyo and Greated 1991; 
Prasad and Adrian 1993; Soloff et al. 1997; Westerweel and van Oord 
2000; Hill et al. 2000; Prasad 2000; van Doorne and Westerweel 2007) or 
even a fully 3D velocity vector field (e.g., Tomographic PIV—Elsinga et al. 
2005, 2006a, 2006b; Weineke 2008; Scarano 2013). The ability to obtain 
2D and 3D velocity vector fields allows researchers to quantify spatial 
gradients in velocity and consequently, components of the strain rate and 
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vorticity. Optical PTV also produces 2D velocity vector fields, but the 
vectors are located wherever the particles are in the flow and thus are 
irregularly spaced (Maas et al. 1993; Malik et al. 1993). Consequently, to 
obtain spatial velocity gradients from PTV measurements, the velocity 
vectors must be binned and spatially averaged during post processing. 
Furthermore, PTV and PIV are non-intrusive flow measurement 
techniques that do not disturb the flow. With the ever-improving 
capabilities of digital cameras and increasing availability and performance 
of high-speed computational power, modern researchers are far less 
troubled by the temporal resolution concerns that plagued early pioneers 
of optical PTV and PIV (Adrian 1986, 1991; Westerweel 1993; Maas et al. 
1993). 

These attributes make PIV and PTV popular measurement techniques in 
laboratory experimental fluid mechanics across a broad range of research 
areas, such as (1) measuring flows in turbulent boundary layers (Atkinson 
et al. 2009); (2) measuring turbulent pipe flow (van Doorne and 
Westerweel 2007); (3) quantifying flow around zooplankton (Murphy et 
al. 2012; Adhikari et al. 2015); (4) examining zooplankton–turbulent flow 
interaction (Young 2014; Webster and Young 2015; Webster et al. 2015); 
and (5) quantifying the three-phase flow of landslide-generated tsunamis 
(Fritz et al. 2003a; Fritz et al. 2003b; Mohammed et al. 2011; McFall 
2014). 

There are comparatively few studies that employ standard planar PIV 
measurement techniques with laser-sheet illumination in the field. Those 
that attempt to do so require specially designed apparatuses (e.g., Doron et 
al. 2001; Smith et al. 2002; Katija et al. 2011; Smith and Friedrichs 2015) 
primarily because optical PTV/PIV is equipment intensive, requires 
stationary well-calibrated images, and can only be performed in a 
reasonably transparent fluid (such that the optical camera can see the light 
reflected by the particles). Obviously these requirements quickly become 
restrictive in field deployments. PIV measurement techniques can be 
applied to obtain surface velocity estimates from naturally illuminated 
images in field applications (e.g., estimating the surface velocities of 
tsunamis using survivor videos [Fritz et al. 2006, 2012]). This approach 
does not require a laser to illuminate the measurement plane, significantly 
reducing the equipment requirements. However, only surface velocities 
can be estimated in this manner, and the accuracy of the estimates is 
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impaired by surface motion and the effect it has on the tracer particle 
surrogates. 

It may be possible to address the turbid water issue and partially address 
the extensive equipment requirements, which prevent extension of 
traditional PTV and PIV techniques to field studies, by acquiring the 
images with an acoustic camera. Acoustic cameras such as the Sound 
Metrics ARIS Explorer 3000 (Figure 3-3) can easily operate in turbid 
environments with low optical clarity (Belcher et al. 2001; Kim et al. 2005; 
Belcher 2006; Wu et al. 2008) as can the acoustic Doppler velocimetry 
techniques described previously. Furthermore, as the acoustic camera 
both emits acoustic waves and receives them, it performs the primary 
functions of both the laser and the camera in a traditional PTV/PIV 
system, significantly mitigating the size and power requirements that have 
proven prohibitive to performing traditional PTV/PIV in the field. 
However, significant challenges will have to be overcome before acoustic 
camera images can be used for PTV or PIV. These apparent challenges will 
be discussed in the subsequent sections; however, it is inevitable that 
additional issues not discussed in this document will arise during future 
work investigating the use of acoustic camera images in PTV/PIV (as with 
any cutting-edge research). 

Figure 3-3. Image of a Sound Metrics ARIS Explorer 3000 Imaging Sonar 
(Sound Metrics Corp., Bellevue, WA). Reprinted from 

www.soundmetrics.com/Products/ARIS-Sonars/ARIS-Explorer-3000 with 
permission. 
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3.2 Considerations and limitations 

Several issues need to be resolved before acoustic cameras can be 
successfully used in place of traditional optical cameras in standard 
PTV/PIV analysis. Some of these are unique to the use of acoustic images, 
but the majority are intrinsic to particle-tracking-based flow measurement 
techniques and have been wrestled with throughout the development of 
modern optical PTV/PIV. Therefore, in many respects this discussion is 
reminiscent of the earliest days of PTV and PIV and the limitations of 
then-current digital camera technology. 

3.2.1 Acoustic-camera resolution and frame rate 

The first consideration has to do with the resolution and frame rate of 
currently available acoustic cameras relative to modern digital cameras. 
The acoustic camera used in the 2008 acoustic camera particle tracking 
study of Wu et al. (DIDSON, Sound Metrics Corp.) had an initial 
resolution of 96 × 512 polar-coordinate pixels (an average of 12.8 × 2.5 
mm2/pixel), and the initial images were mapped to a Cartesian grid with a 
resolution of 505 × 560 pixels (2.5 × 2.1 mm2/pixel) with a frame rate of 
10 hertz (Hz). The CCD camera used in the same study had a frame rate of 
30 Hz and a resolution of 720 × 480 pixels (0.85 × 1 mm2/pixel). This 
frame rate and resolution is trivial for a modern research-grade CMOS 
digital camera and high-quality lens. For example, each Phantom v210 
high-speed camera (Vision Research, Inc.) in the Tomographic PIV setup 
described in Murphy et al. (2012) is capable of acquiring images at 2190 
Hz, with a resolution of 1280 × 800 pixels (0.31 × 0.37 mm2/pixel, 
depending on lens configuration). Note that the DIDSON acoustic camera 
used in Wu et al. (2008) is not the most recently available acoustic 
camera, but it is unreasonable to expect improvements in the resolution 
and frame rate capabilities of acoustic cameras to have kept pace with the 
rapid advances in digital camera technology. 

The resolution and frame rate limitations have important ramifications for 
PTV and PIV. First and foremost, the camera resolution is partially 
responsible for the limits on the minimum size of the tracer particles that 
can be observed (Raffel et al. 2007; Wu et al. 2008). The amount of 
scattered light—or in the case of an acoustic camera, scattered sound—that 
returns to the camera is also responsible for the limits on the minimum 
size of the tracer particles (Adrian and Westerweel 2011). In general, 
smaller particles more faithfully follow the fluid motion, and the 
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assumption that particles faithfully follow the fluid motion is the 
foundation upon which all particle-tracking-based flow measurement 
techniques are built (Raffel et al. 2007). This will be discussed in more 
detail in the following section. 

Second, the camera resolution limits the accuracy and spatial resolution of 
the resulting velocity vector fields. The spatial resolution and accuracy of 
the velocity vector fields essentially sets a lower bound on the spatial scale 
of the flows able to be measured by the technique (along with the tracer 
particle size). In the case of PTV for example, the estimated velocity vector 
for a given particle is essentially the net displacement of the particle 
divided by the time between frames (Maas et al. 1993; Malik et al. 1993). 
Errors in the particle’s position in either frame will result in errors in the 
estimated velocity vectors. In PIV, the frames are divided into sub-
windows (e.g., 16 x 16 pixels) which need to be large enough to contain 
enough particles to obtain the net displacement statistically using cross-
correlation (Raffel et al. 2007). The ratio of the total number of pixels to 
the size of each sub-window determines the number of velocity vectors 
that will be in each velocity vector field, and the size of the sub-window 
determines the spatial resolution. The error in the estimated velocity due 
to the camera resolution is likely to be less in PIV than in PTV because 
they will effectively be spatially averaged, but may still be a concern. 

Finally, the camera frame rate limits the temporal resolution of the 
velocity vector fields and in the case of highly unsteady flows, the accuracy 
of the velocity vectors themselves (Raffel et al. 2007; Wu et al. 2008). The 
velocity vectors yielded by both PTV and PIV are effectively estimates of 
the average velocity of the particle(s) over the time between frames. The 
shorter the time between frames, the closer these estimates become to 
instantaneous velocities. In steady flows this is less of a concern, but 
measuring highly unsteady flows with a low frame rate camera will result 
in velocity vector fields that are too temporally averaged to represent the 
instantaneous flow features. 

One of the principal reasons spatial and temporal resolution are of such 
concern to the wider experimental flow measurement field is that many 
flows in engineering and nature are turbulent. Turbulent flows are highly 
unsteady and exhibit spatial variability at a wide range of spatial scales 
(Tennekes and Lumley 1972; Pope 2000). Consequently, it is desirable to 
have a flow measurement technique with finer spatial and temporal 
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resolution than the smallest length and time scales of the fluid motion in a 
turbulent flow—the Kolmogorov microscales (Kolmogorov 1941). 

3.2.2 Particle dynamics and ramifications for PTV/PIV 

Unsurprisingly, understanding the motion of particles suspended in a fluid 
flow is of critical concern to any PTV/PIV measurement system, optical or 
otherwise. As previously discussed, particle-tracking-based flow 
measurement techniques such as PTV and PIV do not directly measure the 
flow velocity (Adrian and Westerweel 2011). Rather, they observe the 
motion of particles suspended in the flow and infer the fluid velocity based 
on the assumption that those particles are following the fluid motion. 
Mentioned previously, it is preferable to conduct PTV and PIV 
measurements with particles as small as reasonably possible because 
generally smaller particles more faithfully follow the fluid motion. This 
follows from the laws governing the drag on particles at low Reynolds 
number (Stokes’ drag law). A more general discussion of particle dynamics 
and the relationship between suspended particles and the fluid itself is far 
beyond the scope of this report (Chao 1964; Hjemfelt and Mockros 1966; 
Maxey and Riley 1983; Mei 1996; Melling 1997; Crowe et al. 1998; 
Ferrante and Elghobashi 2003; Yang and Shy 2005; Lucci et al. 2011; 
Herrmann et al. 2012; Farazmand and Haller 2015), but some knowledge 
of Stokes’ drag law is useful to grasp the ramifications of increasing the 
particle size. 

Stokes’ drag law is named after George Gabriel Stokes and arises out of the 
solution to the Navier-Stokes equations for creeping flow, sometimes 
referred to as “Stokes flow,” around a sphere. Creeping flow is a specific 
type of fluid flow in which the viscous forces dominate (Kundu and Cohen 
2004) and only occurs in very low Reynolds number flows (𝑅𝑅𝑅𝑅 =  𝑈𝑈𝑈𝑈

𝜈𝜈
≪ 1, 

where 𝑈𝑈 is the free-stream velocity, 𝑑𝑑 is the sphere diameter, and 𝜈𝜈 is the 
kinematic viscosity of the fluid). Assuming creeping flow, the drag on a 
sphere in a uniform flow field will be inversely proportional to the 
Reynolds number (Stokes’ drag law). As a result, the Navier-Stokes 
equations can be analytically solved to determine the acceleration of a 
sphere in a uniform flow field. Given this acceleration, it is possible to 
derive an expression for the difference between the velocity of the sphere 
(𝑉𝑉𝑝𝑝) and the free-stream velocity (𝑈𝑈), referred to as the slip velocity 
(Tropea et al. 2007): 



ERDC/CHL SR-17-1 20 

 𝑉𝑉𝑝𝑝 − 𝑈𝑈 = 𝑑𝑑2 (𝜌𝜌𝑠𝑠−𝜌𝜌)
18µ

𝑑𝑑𝑉𝑉𝑝𝑝
𝑑𝑑𝑑𝑑

 (3) 

where 𝜌𝜌𝑠𝑠is the density of the sphere, 𝜌𝜌 is the density of the fluid, µ is the 
dynamic viscosity of the fluid, and 

𝑑𝑑𝑉𝑉𝑝𝑝
𝑑𝑑𝑑𝑑

 is the sphere acceleration. If the 

density of the sphere is much larger than the density of the fluid, the rate 
at which the velocity difference approaches zero can be modeled as 
exponential decay, in which case the velocity of the sphere as a function of 
time is given by (Raffel et al. 2007): 

 𝑉𝑉𝑝𝑝 = 𝑈𝑈 �1 − 𝑒𝑒𝑒𝑒𝑒𝑒 �− 𝑡𝑡
𝜏𝜏𝑝𝑝
�� (4) 

The variable 𝜏𝜏𝑝𝑝denotes the characteristic response time of the sphere and 
under these assumptions is equivalent to the particle acceleration 
coefficient in Equation (3) (Tropea et al. 2007): 

 𝜏𝜏𝑝𝑝 = 𝑑𝑑2 (𝜌𝜌𝑠𝑠−𝜌𝜌)
18µ

 (5) 

The analysis just discussed in deriving the characteristic response time of a 
sphere is obviously very simplified (Raffel et al. 2007). If (1) the free-
stream velocity changes rapidly with time, (2) the velocity or diameter are 
too high for Stokes’ drag law to apply, or (3) the density difference 
between the sphere and the fluid is too small for an exponential decay law 
to govern the change in the slip velocity, then the equations governing 
particle motion become more complex (e.g., the Basset-Boussinesq-Oseen 
Equation [Crowe et al. 1998] or the Maxey-Riley Equation [Maxey and 
Riley 1983]). Nonetheless, 𝜏𝜏𝑝𝑝is often used as an estimate of the 
characteristic response time of spherical tracer particles suspended in a 
fluid flow. 

To determine how well the tracer particles will be able to follow the fluid 
motion, it is necessary to compare the response time of the tracer particles 
to the smallest time scale of the fluid flow (Tropea et al. 2007). In a 
turbulent flow, the smallest time scale is the Kolmogorov time scale, 𝜏𝜏𝐾𝐾 
(Kolmogorov 1941), which can be estimated to an order of magnitude by 

 𝜏𝜏𝐾𝐾 =  �𝜈𝜈𝜈𝜈
𝑈𝑈3
�
1
2�  (6) 
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where 𝐿𝐿 is the characteristic length scale of the flow (e.g., the water depth). 
If the flow is laminar, or the fine-scale turbulence characteristics are not of 
interest, then the time scale of the flow is often simply the ratio of the 
characteristic length scale to the free-stream velocity. In either case, the 
ratio of the response time of the particle (𝜏𝜏𝑝𝑝) to the characteristic time 
scale of the flow (𝜏𝜏𝑓𝑓) is referred to as the Stokes number (𝑆𝑆𝑆𝑆𝑆𝑆), a 
dimensionless number that indicates how well the suspended particles 
follow the fluid motion (Lucci et al. 2011): 

 𝑆𝑆𝑆𝑆𝑆𝑆 =  𝜏𝜏𝑝𝑝
𝜏𝜏𝑓𝑓

 (7) 

The Stokes number is often used as a quick estimate of how well tracer 
particles will follow the motion of a given flow, particularly for gases—
where very often the tracer particles are several orders of magnitude more 
dense than the fluid. As a general rule, if 𝑆𝑆𝑆𝑆𝑆𝑆 ≫ 1, then the tracer particles 
will not follow the fluid motion, particularly in areas of rapid change of 
direction or deceleration. If 𝑆𝑆𝑆𝑆𝑆𝑆 ≪ 1, then the particles will closely follow 
the fluid motion (Tropea et al. 2007). 

Equations (3), (5), and (7) make the desirable characteristics of tracer 
particles very clear. The particles need to match the density of the fluid as 
closely as reasonably possible and need to be as small as reasonably 
possible to minimize the characteristic response time of the particles. 
When conducting PTV/PIV in liquid flows, it is fairly trivial to find 
particles that closely match the density of the fluid—as a result, it is 
possible to use much larger particles in PTV/PIV experiments in liquids 
(Melling 1997). Nevertheless, researchers should use caution before 
matching the densities of the particles and the fluid, or manipulating the 
fluid viscosity to obtain a smaller Stokes number, and subsequently 
assuming the particles will adhere to the fluid motion regardless of size 
(Lucci et al. 2011). 

If the particles are too large, than the very first underlying assumption of 
Stokes flow is no longer valid, specifically, that the flow must have a very 
low Reynolds number (𝑅𝑅𝑅𝑅 =  𝑈𝑈𝑈𝑈

𝜈𝜈
≪ 1). As a consequence, the other terms in 

the equations governing particle motion (e.g., the Maxey-Riley equation or 
the Basset-Boussinesq-Oseen equation) may no longer be neglected (Mei 
1996; Adrian and Westerweel 2011; Langlois et al. 2015), such as the 
following: 
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1. The term that accounts for the effect whereby a particle accelerating 
through a fluid also accelerates the fluid immediately surrounding the 
particle due to the no-slip condition (Auton et al. 1988). This will result 
in a small amount of fluid being “carried” by the particle, with an effect 
similar to increasing the particle’s mass. This is referred to as an 
“added-mass” term as a result. 

2. The term that accounts for a lag between the development of the 
boundary layer on the surface of the particle and the acceleration of the 
particle itself (Candelier et al. 2004; Langlois et al. 2015). As a result of 
this lag, momentum and vorticity diffusing away from the particle 
through the boundary layer “remember” the prior changes in the slip 
velocity. This effect results in a net force on the particle, referred to as 
either a “history” term or the “Boussinesq-Basset memory” term, which 
becomes more critical as the density of the particle becomes smaller 
(Langlois et al. 2015). 

3. The term representing the buoyancy force on the particle due to the 
difference in density between the particle and the fluid (Tropea et al. 
2007). For sufficiently large particles this term becomes extremely 
important in the context of PTV/PIV experiments, as even slightly 
buoyant/negatively buoyant particles will not remain in suspension for 
the experiment duration. 

4. The term representing the lift on the particle due to particle rotation 
and fluid shear (Adrian and Westerweel 2011). 

These additional terms will result in further discrepancies between the 
motion of the particle and the motion of the surrounding fluid for larger 
particles (Adrian and Westerweel 2011). 

Embedded within all this complicated analysis is a fairly intuitive 
concept—the tracer particles should be much smaller than the smallest 
scale fluid motion of interest because fluid motions and vortices that are 
substantially smaller than a given object will be unable to meaningfully 
impact the motion of that object, much less cause it to exactly follow the 
fluid motion (Adrian and Westerweel 2011). This is the reason 
experiencing turbulence during air travel is generally mildly bumpy rather 
than a constant dance with death—the overwhelming majority of the 
turbulent vortices in the air are much smaller than the aircraft and cannot 
significantly impact its motion. 
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However, larger diameter particles scatter more light and sound (this will 
be discussed in more detail in the next section) and as a result can be 
observed and tracked when measuring a larger area or when using lower-
resolution cameras (Adrian and Westerweel 2011). Due to these factors, 
researchers using particle-tracking-based flow measurement techniques 
have always been forced to find a balance with the tracer particles used in 
their experiments—a balance between the particle size small enough to 
follow the fluid motion and that large enough to scatter sufficient light (or 
sound) to be observed given the resolution of the camera (Melling and 
Whitelaw 1973; Melling 1997). As discussed in Section 3.2.1, acoustic 
cameras do not possess the same resolution as modern digital cameras and 
generate their images from scattered sound rather than light. Therefore, 
particles should be carefully sized based on the resolution of the acoustic 
camera. The size of the selected particles will place a lower bound on the 
scale of the flows able to be measured and an upper bound on the spatial 
variability and unsteadiness of the flows able to be measured (Adrian and 
Westerweel 2011).  

3.2.3 Plane wave scattering from particles 

Where the previous section was devoted to explaining why the tracer 
particles should be a small as reasonably possible, this section explains 
why the tracer particles may need to be larger. The scattering of both light 
and sound from objects involves the dynamics of plane waves (Urick 1983; 
Adrian and Westerweel 2011). Both light and sound can be conceptualized 
as plane waves, and the underlying physics governing both types of plane 
waves is very similar.  However, acoustic waves are simpler than 
electromagnetic waves and can be described with the scalar velocity 
potential (Weill 2014). Consequently, the wave function for acoustic waves 
can be separated into the product of two functions—one a function of only 
space, and one a function of only time—to derive the Helmholtz equation. 
The Helmholtz equation governs the scattering of acoustic plane waves; 
the solution for the scattering by an elastic sphere is given by Anderson 
(1950) and by a solid sphere by Faran (1951). The scattering of a plane, 
linearly polarized, coherent electromagnetic wave by a sphere is described 
by the Lorenz-Mie solution to Maxwell’s equations (Born and Wolf 1980; 
Adrian and Westerweel 2011). The general behavior of these equations 
governing plane wave scattering is critical to particle-tracking-based flow 
measurement, though the details will be omitted from this report. 
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First, the observed intensity of the scattered sound and light depends on 
the angle of observation relative to the incident plane wave (Partridge 
1993; Adrian and Westerweel 2011). The majority of acoustic-based 
measurements rely on backscattered sound (sound scattered directly back 
to the instrument) whereas most optical-based PTV/PIV systems rely on 
side-scattered light (as does the acoustic-based particle tracking device 
described in Mordant et al. 2005, albeit with scattered sound). Generally 
speaking, the observed intensity of back-scattering and forward-scattering 
of plane waves is greater than side-scattering, and this must be taken into 
account for optical PIV measurements. Second, the intensity of scattered 
light (Adrian and Westerweel 2011) and sound (Weill 2014) from a particle 
decreases with distance away from the particle, 𝑟𝑟, as 1 𝑟𝑟2� . 

Outside of the two criterion mentioned in the previous paragraph, the 
intensity of light scattered by particles can be easily increased in three 
ways. The first (and most obvious) is to increase the intensity of the 
incoming light or sound (Adrian and Westerweel 2011). For light, this may 
be accomplished by using a more powerful laser or improving the focusing 
of the sheet of light. Similarly, a concentrator lens may be used on an 
acoustic camera to focus the acoustic energy into a narrower volume (this 
will be discussed in more detail in the next section). 

Second, the particle material also affects how efficient the particle is at 
scattering light/sound. For light scattering, the relevant material property 
is the refractive index (Adrian and Westerweel 2011), and for acoustic 
scattering it is the acoustic impendence (Kinsler et al. 2000), which are 
properties that quantify the propagation of light/sound through a given 
medium. The scattering is improved when the refractive index/acoustic 
impendence of the particle material is substantially different from that of 
the fluid. For example, metal-coated spheres are popular choices in optical 
PIV in water because the refractive index of most metals is much higher 
than that of water. Similarly, air bubbles are highly visible in acoustic 
camera images because the acoustic impedance of air is much lower than 
that of water. 

The third way to increase the intensity of scattered light or sound from a 
particle is to increase the particle diameter. The exact effect of increasing 
the particle diameter is complex and depends on the scale of the 
wavelength of the light/sound plane wave relative to the particle diameter. 
In this respect, the behavior of acoustic plane waves and electromagnetic 
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plane waves is quite different because they have substantially different 
wavelengths. The wavelength (𝜆𝜆) of an acoustic plane wave depends on the 
speed of sound (𝑐𝑐) in the fluid the wave is traveling through and the 
frequency, 𝑓𝑓 (Urick 1983): 

  
cλ
f

  (8) 

The wavelength for the 3 MHz acoustic waves emitted by the ARIS 
Explorer 3000 shown in Figure 3-3 (Sound Metrics Corp., Bellevue, WA) 
propagating in water is 0.5 mm—note that this is a short wavelength for an 
acoustic wave. Yet, the wavelength of visible light is 400 nanometers (nm) 
to 700 nm, approximately 10,000 times smaller. 

Simple relationships between the scattering of plane waves by particles 
and the particle diameter can be derived in two cases. The first occurs 
when the particle diameter, 𝑑𝑑, is much smaller than the wavelength of the 
plane wave, 𝜆𝜆. This regime is referred to as Rayleigh scattering, and the 
intensity of Rayleigh scattering waves scales as 𝑑𝑑4 (Adrian and Westerweel 
2011). The second occurs when the particle diameter, 𝑑𝑑, is much larger 
than the wavelength of the plane wave, 𝜆𝜆. In this regime, the laws of 
geometric optics apply (Stanton et al. 1998; Adrian and Westerweel 2011), 
and the scattered wave intensity scales as 𝑑𝑑2. The intermediate regime 
where the particle diameter and the plane wave wavelength are of similar 
scales is often referred to as Mie scattering. In this regime, the 
approximations that allow for the derivation of simple relationships 
between the scattering intensity and the particle diameter no longer apply.  

From the relationships just described, one can easily explain why acoustic 
cameras are able to “see” in turbid water where optical cameras cannot. 
The wavelength of the acoustic plane waves is much longer than the fine-
scale particles suspended in the water, placing them in the Rayleigh 
scattering regime (scattering intensity scales as 𝑑𝑑4). Since the diameter of 
these particles is much less than unity, the scattering of the acoustic plane 
waves by them is negligible, and as a result, acoustic plane waves can 
penetrate much farther into the water column. Conversely, only incredibly 
fine suspended material (~ 50 nm or smaller) will fall into the Rayleigh 
scattering regime for visible light (𝜆𝜆 = 400 − 700 nm). As a result, more 
light is scattered by these particles, inhibiting the light from penetrating 
deeper into the water column. 
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This also explains the importance of larger particles for particle tracking 
systems. For traditional optical PIV with laser light, it is trivial to use small 
particles and still remain in the 𝑑𝑑 ≫  𝜆𝜆 regime, where the scattered wave 
intensity scales as 𝑑𝑑2 and the particles easily scatter sufficient light to be 
detectable by an optical camera. However, the seeding particle sizes 
traditionally used for PIV fall into the Mie scattering regime, or even the 
Rayleigh scattering regime (scattering intensity scales as 𝑑𝑑4), for acoustic 
plane waves; thus, it is expected to see a more rapid decrease in scattered 
sound with decreasing particle size when using an acoustic camera. 

3.2.4 Out-of-plane particles and out-of-plane fluid motion 

In this section, there is a description of two sources of error in PTV and 
PIV measurements due to out-of-plane effects. The first occurs due to 
particles that are not precisely in the measurement plane because a truly 
2D measurement plane is a purely abstract concept and does not exist. As 
previously described, in 2D optical PTV/PIV the measurement plane is 
illuminated by a sheet of laser light. The sheet of light is not truly a 2D 
plane because it has a finite thickness and is rather a very thin column of 
light. A full discussion of the laws governing this sheet of light and the 
properties of the optics used to generate it are beyond the scope of this 
report (see Hecht and Zajac 2001), but some qualities of a beam of laser 
light are important to bear in mind.  

The thickness of a beam of light is not a constant but contracts to a 
minimum diameter, the beam waist, then continuously expands once it 
has passed it (Adrian and Westerweel 2011). Furthermore, the rate at 
which the beam expands once it has passed the beam waist is inversely 
proportional to the beam waist (Durst and Stevenson 1979). As a result, 
thinner sheets of laser light expand more quickly and can only be 
maintained over shorter distances than thicker sheets (Adrian and 
Westerweel 2011). Finally, the light intensity is not constant across the 
laser sheet—either across the sheet thickness or across the plane extents. 
Rather, the distribution of light intensity depends on the original 
distribution of light intensity across the beam of laser light before it was 
expanded into a sheet (often Gaussian) and the optics used to expand the 
beam (Raffel et al. 2007). For reference, the typical desired thickness (∆𝑧𝑧0) 
of a laser light sheet for optical PIV is on the order of 1 mm (Adrian and 
Westerweel 2011).  
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As a consequence, it is possible to observe particles that are actually at 
different depths within the column of light but appear to be in the same 
2D plane. This will introduce errors in the reconstructed velocity fields if 
significant 3D spatial variability exists in the flow. In optical PIV, errors 
due to the observation of out-of-plane particles are minor because the 
laser sheets are very thin (Raffel et al. 2007). Therefore, all the observed 
particles are necessarily very close to the same plane. However, this will 
not be the case with images from an acoustic camera. To explain by way of 
example, the ARIS Explorer 3000 shown in Figure 3-3 has a field of view 
of 30° × 14°. A diagram of the resulting insonified measurement volume is 
shown in Figure 3-4. 

Figure3-4. Diagram of the plan view and the side view of the measurement volume of a 
Sound Metrics ARIS Explorer 3000 Imaging Sonar. 

 

Obviously, the measurement volume in this configuration is not a 
reasonable facsimile of a 2D plane. Unfortunately, the acoustic camera is 
only able to distinguish the 2D position of objects in the measurement 
volume (i.e., its position in the plan view) and cannot determine its precise 
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position in the out-of-page dimension (the left-to-right dimension in the 
side view). Even assuming the minimum recommended blanked distance 
and shortest range, the thickness of the insonified volume (the out-of-
plane dimension in the top-down view) ranges from 28 centimeters (cm) to 
55 cm. This means that particles that appear to be in the same physical 
position could be separated by more than half a meter, resulting in 
massive errors in the estimated velocity if the flow possesses variability in 
the out-of-plane direction. Wu et al. (2008) avoided this complication 
altogether in their study because the particles they tracked were all on the 
surface, and as a result, they knew the plane of the particle motions a 
priori. 

Fortunately, the 14° spreading angle of the acoustic camera can be reduced 
to 1°, 3°, or 8° using the appropriate concentrator lens—without altering 
the frequency of the camera. Again assuming the minimum recommended 
blanked distance and shortest range, the thickness of the insonified 
volume for a camera equipped with a 1° concentrator lens ranges from 
2 cm to 4 cm. This is still substantially larger than the 1 mm thick laser 
sheets of optical PIV but should be sufficiently thin to measure flows that 
lack substantial variability in the out-of-plane direction. An added benefit 
of using a concentrator lens is that it focuses the acoustic energy into a 
narrower volume, increasing the resolution of the images. Note that 
mitigation of the errors due to the thickness of the laser sheet/insonified 
volume must be balanced against the need to observe a sufficient number 
of particles for PIV analysis—a requirement more easily met with a thicker 
measurement volume. 

The second source of error due to out-of-plane effects is the out-of-plane 
motion of in-plane particles. This issue stems from the fact that a single 
optical camera viewing a particle experiencing out-of-plane motion will 
incorrectly map the out-of-plane displacement back to an apparent (but 
incorrect) in-plane displacement, even if the instantaneous particle 
position is very near the measurement plane (Prasad 2000). This type of 
error is referred to as “perspective error” and is described in more detail in 
Prasad (2000). Perspective error is present in any 2D single optical-
camera particle tracking system. Consequently, if a flow possesses 
significantly large velocities in the out-of-plane direction, then 
Stereoscopic PIV, which features two cameras viewing the same plane to 
quantify the out-of-plane velocity component, will yield improved 
estimates of the in-plane velocity components over traditional 2D optical 
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PIV (Raffel et al. 2007). It is possible that a 2D single-camera particle 
tracking system employing an acoustic camera to obtain images may be 
less affected by this source of error than traditional optical-camera 
systems because the acoustic camera yields a more direct measurement of 
the physical position of the particles. 
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4 Acoustic Cameras for Bubble Image 
Velocimetry (BIV) 

Mentioned briefly in Section 3.2.3, bubbles are highly visible in acoustic-
camera images because the acoustic impedance of air is substantially lower 
than that of water. This raises the possibility that air bubbles themselves 
could potentially be used in place of tracer particles to estimate the 
velocities from acoustic-camera images. Air bubbles are generally to be 
avoided in traditional optical PIV because their presence will obstruct the 
visibility of the tracer particles and lead to gaps in the optical-camera 
images where no tracer particles exist (i.e., inside the air bubbles); no 
velocity vectors can be obtained in these gaps. Furthermore, the presence 
of the bubbles will disrupt the motion of the tracer particles and may lead 
to errors in the reconstructed velocity (Adrian and Westerweel 2011). 
Consequently, PIV with conventional tracer particles is ineffective in high-
void fraction two-phase flows, such as breaking waves or elsewhere in the 
surf zone (Ryu et al. 2005). 

However, there exists a particular subclass of PIV that uses the air bubbles 
themselves as tracer particles. Several different configurations have been 
devised to accomplish this with optical cameras. Govender et al. (2002a, 
b) simply substituted air bubbles for tracer particles and otherwise used a 
traditional PIV setup with a sheet laser light and an optical camera to track 
the bubble motion. Others have done away with the laser sheet and rather 
placed a light source immediately opposite the optical camera to backlight 
the air bubbles, relying on a narrow depth of field in the camera images to 
ensure the bubbles are close to the measurement plane. This technique is 
referred to as “shadowgraphy” because the bubbles appear as shadows in 
the camera images (Hassan et al. 1998; Nishino et al. 2000; Lindkin and 
Merzkirch 2001). Building upon the shadowgraphy technique, more recent 
efforts have used back- and front-lighting in an attempt to better 
distinguish individual bubbles (Ryu et al. 2005, 2007; Ryu and Chang 
2008; Chang et al. 2011; Pedrozo-Acuña et al. 2011; Lin et al. 2012). 

4.1 Bubble image velocimetry 

The technique proposed by Ryu et al. (2005) is the one generally referred 
to in the literature as “bubble image velocimetry” or BIV. As described 
above, in this method bubbles are used in place of tracer particles, and the 
measurement plane is illuminated from a light source both directly 
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opposite the optical camera and a light source located above the camera 
facing the measurement plane at an angle 60° down relative to the camera 
line-of-sight. The bubbles appear as shadows in the camera images (as in 
the “shadowgraphy” technique described above), and the image intensities 
are inverted such that the now high-intensity regions correspond to the 
bubbles. The camera depth of field is used to constrain the observed 
bubbles to those close to the measurement plane (i.e., at the focal point of 
the camera). The images are processed using traditional PIV software 
(such as DaVis from LaVision, Inc. in the case of Ryu et al. [2005]). Ryu et 
al. (2005) performed a simple validation experiment to quantify the rise 
velocity of bubbles in a bubble plume using both the proposed BIV 
technique and fiber optic reflectometry (FOR) (Chang et al. 2003) to 
assess the accuracy of the BIV-determined bubble velocities. The mean 
velocities of the BIV estimates were within 1% of the FOR estimates, 
although there were noticeable differences in the instantaneous velocities. 

The advantage of BIV over the shadowgraphy technique is that a wider 
range of bubble sizes and densities of bubbles (void fractions) are 
quantifiable because individual bubbles are more easily distinguishable in 
the camera images. Relative to the Ryu et al. (2005) BIV technique, 
shadowgraphy requires a lower void fraction and smaller bubbles to be 
effective, which limits its applicability in measuring extremely high void 
fraction two-phase flows like breaking waves (Ryu et al. 2005). BIV and 
other bubble-tracking-based velocimetry techniques have been used to 
quantify the velocity in high void fraction two-phase flows where 
traditional PIV is ineffective, such as (1) in the surf zone or other areas 
with breaking waves and significant air entrainment (Govender et al. 
2002a, b; Pedrozo-Acuña et al. 2011); (2) the motion of water from 
plunging breaking waves overtopping structures, referred to as “green 
water” (Ryu et al. 2005, 2007; Ryu and Chang 2008; Chang et al. 2011) 
(Figures 4-1, 4-2); and (3) the velocities and flow structure inside a 
hydraulic jump (Lin et al. 2012). 
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Figure 4-1. Sample image of a plunging breaking wave impacting on the model structure in 
Ryu et al. (2005). The region boxed in green delineates a highly aerated region in which BIV 
must be used to obtain velocity measurements. Figure reprinted from Ryu et al. (2005); IOP 

Publishing. Reproduced with permission. All rights reserved. 

 



ERDC/CHL SR-17-1 33 

Figure 4-2. Mean velocity field of the plunging breaking wave impinging on the model 
structure measured with BIV (Ryu et al. 2005). Note the measurement area is confined to the 
high void fraction region of the flow. Figure reprinted from Ryu et al. (2005); IOP Publishing. 

Reproduced with permission. All rights reserved. 

 

It is important to emphasize that these flows (in particular breaking 
waves) have proven incredibly challenging to quantify both experimentally 
and numerically. Not only are they complex, highly turbulent flows, but 
the amount of entrained air makes measurements of these flows 
essentially unobtainable with other more common measurement 
techniques and devices (ADCP, ADV, traditional PIV). Consequently, 
comparatively little is known about their velocity structure, and it is 
critical to keep this in mind when discussing the limitations of the BIV 
measurement technique. 

4.2 Bubble size considerations 

BIV is an intriguing new technique due its potential to quantify previously 
intractable flows, but significant concerns will have to be addressed before 
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it will gain the widespread acceptance of traditional PIV. These concerns 
stem from the effectiveness of bubbles as tracer particles that faithfully 
follow the flow. The properties of flow-following tracer particles are well 
described in Section 3.2.2; in brief, it is desirable to have tracer particles 
that are as small as possible and as close to the density of the fluid as 
possible. Although air is approximately one thousand times less dense 
than water, this does not necessarily preclude the use of air bubbles as 
tracer particles. Indeed, liquid droplets are often used in PIV experiments 
of gas flows, despite the large density difference (Melling 1997; Raffel et al. 
2007; Adrian and Westerweel 2011). However, air bubbles must be much 
smaller than density-matched tracer particles in order to faithfully follow 
the motion of liquid water (this follows from Equations (3), (4), and (5) in 
Section 3.2.2.).  

Furthermore, the buoyancy force on small air bubbles quickly overwhelms 
the other forces once the bubble is a sufficient size because the density 
difference between the air bubbles and water is so vast. It is theoretically 
possible to attempt to directly calculate the buoyancy force on the air 
bubble and correct the vertical velocity component (such that it better 
matches the vertical velocity of the flow). However, this requires a precise 
knowledge of the bubble volume and the density of the air in the bubble. 
Unlike water, air is highly compressible, so the density will be determined 
by the pressure. The pressure is trivial to estimate in relatively quiescent 
flows (assumed hydrostatic) but significantly less so for highly turbulent 
flows. Consequently, in practice it is very difficult to make corrections to 
the vertical velocities in this manner. 

It is obviously impossible to control the size of the bubbles in a breaking 
wave, and undoubtedly many of the bubbles will be too large to faithfully 
follow the fluid motion, introducing errors in the flow velocities obtained 
in breaking waves by BIV (e.g., Ryu et al. 2005, 2007). In the 1: 168 scale 
model of a plunging breaking wave impinging on a tension-leg platform in 
Ryu et al. (2005), the bubbles in the breaking wave reached 5 cm in 
diameter. Even in more controlled experimental conditions, the size of the 
bubbles may still be a concern. In the bubble-plume, rise-velocity 
validation experiment presented in Ryu et al. (2005), the average size of 
the bubbles in the bubble plume was 3 mm, far too large to be used as 
tracer particles that follow the fluid even if the particle density matched 
that of water perfectly. As a tacit acknowledgement of these sources of 
error, in most experiments involving high void fraction two-phase flows, 
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BIV is performed in concert with traditional PIV, and the BIV velocities 
are only presented in the high void fraction regions where PIV is 
ineffective (e.g., Ryu et al. 2005, 2007; Ryu and Chang 2008; Chang et al. 
2011). Ryu et al. (2005) directly state that the velocity obtained using BIV 
is “mainly the bubble velocity for the highly aerated region” and that more 
studies are needed to adequately describe the difference between the 
bubble velocity and the true flow velocity. 

In this respect, acoustic cameras may be uniquely well suited to BIV. From 
preliminary trials with the ARIS Explorer 3000 acoustic camera equipped 
with the 1° concentrator lens, it is very clear that the camera can easily 
observe bubbles that are too small to be observed with the naked eye—
much smaller than 3 mm, though the precise size of the observed bubbles 
is unknown. The smaller bubbles observable by the acoustic camera will 
undoubtedly follow the flow better than larger bubbles, though it remains 
to be seen if they follow it well enough to be considered an acceptable 
surrogate for tracer particles. It is likely that any acoustic-camera-based 
BIV technique will share some of the weakness of the shadowgraphy 
technique (Hassan et al. 1998; Nishino et al. 2000; Lindkin and Merzkirch 
2001), specifically that if the void fraction is too high, the individual 
bubbles may not be distinguishable, and that the acoustic scattering by 
extremely large bubbles may drown out that from the small (tracer) 
bubbles.  Nonetheless, acoustic-camera-based BIV is an intriguing area of 
future study. 
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5 Summary 

The gaps in the existing knowledge regarding flow measurement 
techniques and how they may be addressed by the development of an 
acoustic-camera, particle-tracking-based flow measurement technique 
have been referred to throughout this document, but shall be summarized 
here for completeness. The key benefit that an acoustic-camera, particle-
tracking-based flow measurement technique may yield is the capability to 
quantify flow velocity fields in turbid environments, particularly in the 
field. Optical-camera particle-tracking-based techniques developed to 
quantify velocity fields in laboratory environments, such as traditional 
PIV, are difficult to adapt to field studies because those techniques are 
equipment intensive and require stationary, well-calibrated images to be 
effective. Furthermore, optical-camera-based particle tracking can only be 
performed in a reasonably transparent fluid (such that the camera can see 
the light reflected by the particles). Obviously these requirements quickly 
become restrictive in field deployments in turbid flows. 

Acoustic-based flow measurement techniques have proven very effective in 
collecting field measurements of flow velocities but possess their own set 
of limitations. Commercially available instruments such as ADVs and 
ADCPs are only able to quantify the velocity at a single point or along a 
transect, respectively. They are not able to quantify velocity fields and 
consequently cannot be used to obtain spatial gradients of velocity when 
deployed individually. Other acoustic-based devices have been developed 
to track 3D particle motion in laboratory settings, but these highly 
spatially and temporally resolved acoustic particle tracking systems (e.g., 
Mordant et al. [2005]) are only able to track a single particle (or very few 
particles) in a small measurement volume and thus cannot be applied to 
larger scale systems or used to estimate Eulerian velocity fields and spatial 
gradients of velocity. 

Acoustic cameras may offer the capability to track a large number of 
particles in a plane as is required for traditional PIV and PTV flow 
measurement. However, only a single study (Wu et al. 2008) investigates 
the use of acoustic cameras for generic particle tracking, and this study did 
not close the gap between generic particle tracking and particle tracking 
required for flow measurement. In particular, Wu et al. (2008) tracked 
beads too large in diameter to be used as tracer particles (8 mm). 
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Additionally, the beads were located in a fixed plane and driven by a 
mechanical device rather than suspended in the flow. 

Several concerns will have to be addressed in the development of true 
acoustic-camera-based PTV or PIV for flow measurement. These are 
extensively discussed in Section 3.2, but in summary they involve the 
balance between particles big enough to be visible in the acoustic camera 
images and particles small enough to follow the flow. As such, a study into 
the development of an acoustic-camera-based PIV or PTV systems will 
first need to determine the smallest size tracer particle visible with the 
acoustic camera, as well as the tracer particle’s material. Such a study 
would then devise an experiment to measure a simple flow (seeded with 
the selected tracer particles) with PIV using acoustic camera images while 
simultaneously measuring the flow with standard optical PIV or some 
other accepted flow measurement technique. Finally, the velocity vector 
fields yielded by the acoustic camera PIV technique could be directly 
compared to that from the accepted flow measurement technique for 
accuracy. Given that air bubbles are so easily visible in acoustic camera 
images, a particular subclass of PIV (i.e., BIV) is an intriguing flow 
measurement method in which acoustic cameras may prove particularly 
effective. Currently, BIV has only been used in highly turbulent and 
aerated flows where traditional PIV is ineffective, and the size of the air 
bubbles is critically important due to the drastic density difference 
between air and water. 

In conclusion, this report describes the potential for the use of acoustic 
camera images in particle-tracking-based flow measurement, PTV and 
PIV, as well as a particular subclass of PIV (i.e., BIV). The report also 
describes potential considerations that will need to be addressed to 
develop this technique. However, a successful acoustic-camera-based PIV 
or BIV flow measurement system will offer the capability to quantify flow 
velocity fields in turbid environments. Furthermore, an acoustic-camera-
based system will be substantially easier to adapt into a field-ready system 
due to the fact that the acoustic camera performs the primary functions of 
both the laser and the camera in a traditional PTV/PIV system, 
significantly mitigating the size and power requirements that have proven 
prohibitive to performing traditional PTV/PIV in field experiments. 
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velocities along a transect. Consequently, they do not provide the capability to quantify spatial gradients of velocity when deployed 
individually. The objective of this report is to explore whether acoustic cameras can be used in place of optical cameras in particle-
tracking-based flow measurement techniques, such as PIV. Acoustic cameras may offer the capability to track a large number of particles 
in a plane as is required for traditional PIV and are designed to operate in turbid environments. The development of an acoustic camera 
particle-tracking-based flow measurement system will be able to quantify 2D flow velocity fields in turbid environments and be readily 
adaptable to a field-based system. 
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